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Abstract:  Large data are any data that you cannot load into your computer’s working memory. This is not an objective 

definition, but a definition that is practical and one that easy to understand. For data mining and pattern recognition communities, 

to search data and image clustering is used as one of the primary tasks in various applications, and so, clustering algorithms that 

scale well to data are important and useful [1].  

For improved Fuzzy C-Means and to find cluster center first randomly select the observed object and compute the density of the 

observed object. The density of the observed object is compared with given density parameter. It is found that the density is not 

less than the given density parameter, the observed object can be seen as the cluster center. For selecting the second cluster center, 

it is required to satisfying the above constraints. For more specify or easy input to the Fuzzy C-Mean we have tried to apply the 

decision tree approach. 

 

Index Terms – Fuzzy C-Mean, Data mining, Decision tree. 

I. INTRODUCTION 

 

Data mining is the pulling out of hidden, prognostic information patterns from large databases. Now-a-days Data Mining is 

especially when there is enormous Amount of data and identifying the useful portions of it can be a very tough task itself. Data 

mining allows us to be proactive about trades rather than retrospective – its means we can now try and guess the future trends 

before they have already taken place. [13] 

 
Fig_1.Data Mining Process Diagram [7]. 

 

 
The data mining is divided in four group of techniques.  

Classification: It creates group of predefined data. For example shopping mall they might attempt to classify items as cloth 

section, game section, food section etc.  

Clustering: It is also create group of data like classification, but the groups are not predefined, some algorithm is using logic to 

group similar data collected.  

Regression: It models the data with the least errors by some specific function. 

Association rule learning: It shows the relation between different variables. For an example a supermarket it might collect data 

of what each buyer buys. Using     Association rule they can determine which products are often bought together, which is useful 

for marketing purposes. 

 

Clustering 

Cluster is a set of objects that apply to the same class. In other words the related object are grouped in one cluster and not 

related are grouped in other cluster[5]. It group of abstract objects into classes of similar objects. When performing the cluster 

analysis, first we split the set of data into groups based on data likeness and then assign the name to the groups. Clustering analysis 

is mainly used in such applications like pattern recognition, market research, data analysis, and image processing. It can also help 

marketers find out distinct groups in their customer basis. They can also describe their customer groups on the base of purchasing 

patterns. It can help in to identifying documents on the web for fact discovery. It is also used in detection of outlier in such 

application as detection of credit card fraud. 

http://www.jetir.org/
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C-Mean Algorithm 

To be a part of cluster, every object has some degree to be part of object in fuzzy clustering, as in fuzzy logic. Rather than 

belonging completely too only clusters it require degree. So object at the edge of a cluster may be in the cluster to a lesser degree. 

For being in the kth cluster wk(x), any point x has given the degree. The centroid of a cluster is weighted by their degree of being 

part to the cluster. Here, we can say that the k-mean and fuzzy c-means algorithm are similar to each other [13]. It assigns 

coefficients to each point randomly for being in the clusters. Repeat algorithm until the process get cover all. The centroid for each 

cluster can be find by the formula provided by algorithm. It also computes its coefficients of being in the clusters for each point. 

The intra-cluster variance also be minimized by algorithm, but k-means the results depend on the initial choice of weights. 

 

Decision Tree Approach 

Learning of decision trees from class –labeled training tuples is explored by decision tree approach. Like tree structure the 

decision tree is flow chart, where test on attribute is denoted by each internal node, an outcome of the test is denoted by each 

branch, and Class label is hold by a leaf node. The root node is topmost node. Decision trees are commonly involved in the 

operations like research, analysis of decision, to identify a plan most likely to reach a target. By a probability model a decision tree 

should be paralleled as online choice model algorithm. To calculating conditional probabilities the decision trees is as a descriptive 

means for use. 

 

II. PROBLEM STATEMENT 

The cluster center in traditional FCM algorithm is determines randomly. This method is so simple and applicable to all data, but 

sometime it causes high iteration and squared errors. This problem may cause time consuming problem, and in this fast world it 

may generate business risk for the company's welfare. And to making quick decision at right time it is required to have some after 

algorithm that make cluster in less time. 

III. OBJECTIVES AND GOALS  

Initially we did our literature survey on sub areas clustering in date mining. Then we decided the base algorithm we are going to 

work on some objectives like, to do more analysis on our proposed method of Clustering, to design and develop a concept that 

minimizes the overall generation time of cluster, To evaluate the performance of the proposed work. 

IV. EXISTING TECHNIQUE  

The current research shows the comparison between two important clustering algorithms namely centroid based K-Means and 

representative object based FCM (Fuzzy C-Means). And the results represents that the FCM generates results close to K-Means 

clustering. It is also observed that FCM takes more computation time than K-Means clustering [1]. 

 

 

 
Fig_2.Fuzzy C-Mean Algorithm [1]. 

 

 

V. PRAPOSED TECHNIQUE  

 

In proposed work the Fuzzy Means algorithm should be improved in terms of its accuracy and efficiency. It may be enhance the 

output of fuzzy c means clustering algorithm by using decision tree approach with it which mine the data in accurate and sequential 

manner. Here some steps that shows the overall flow of the work. 

Step_1.We shall be taking the dataset on which the clustering is will be apply. 

Step_2. Applying same dataset for the other clustering algorithm. 

Step_3. Generate the Results. 

http://www.jetir.org/
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Step_4. Applying the decision tree Approach in same dataset. 

Step_5. Process the result of decision tree by the Fuzzy C Mean algorithm. 

Step_6. Generate the Results. 

Step_7. Comparing the both result of Step_3 and Step_7. 

Step_8. Showing the analysis. 

 

 
 

Fig_3. A flow chart of proposed system                                                  Fig_4. Proposed System 

 

 

VI. IMPLEMENTATION ON MAT LAB  

 

MATLAB is multi-paradigm numerical computing environment. It is a 4G language of programming which is developed by 

Math Works. Implementation of algorithm and plotting of function, development of user interfaces is carry out by MATLAB. 

Matrix manipulation is also done by MATLAB [15]. The numerical computing can be done by MATLAB. 

VII. DATA SET DESCRIPTION  

Data Input: - Iris Dataset This dataset is based on three flower named Virginia, setose, versicolor. Here, they have taken the data 

of sepal length, sepal width in numerical value. Output:-The output will generates the cluster of given data when any of the existing 

or proposed algorithm will apply. 

VIII. PERFORMANCE EVOLUTION 

The fuzzy c_means algorithm will generates the cluster and will measure the time required for generating the cluster and we also 

see the performance of the algorithm. We also apply our proposed method on same dataset and measure the time for generating the 

cluster and compare both of them on the base of time.  

IX. IMPLEMENTATION 

Here, we have implemented algorithms in MATLAB. A K-means Clustering algorithm to compare with FCM clustering 

algorithm and tried to generate results to compare. 
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Fig_5. Elapsed Time for Cluster Generation of K-mean Algorithm 

 

 
Fig_6. Elapsed Time for Cluster Generation of FCM Algorithm 

http://www.jetir.org/
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Fig_7. Graph of K-Means with iris dataset for clusters A 

 

 
 

Fig_8. Graph of K-Means with iris dataset for clusters B 

http://www.jetir.org/
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Fig_9. Graph of Fuzzy C-Means with iris dataset for three clusters  

 

 
 

Fig_10. Time complexity of proposed algorithm at first time  
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Fig_11. Cluster generated proposed algorithm  

 

X. RESULTS AND DISCUSSION 

 

Table 1: Performance comparison of K-Means and FCM Algorithms [1]. 

 

Algorithm Time Complexity Elapsed Time(Seconds) 

K-Means O(ncdi) 0.443755 

FCM O (ncd2i) 0.781679 

 

Table 2: Performance comparison of K-Means, FCM Algorithm and Proposed Algorithm. 

 

Algorithm Time Complexity Elapsed Time(Seconds) 

K-Means O(ncdi) 0.443755 

FCM O (ncd2i) 0.781679 

Pro-FCM O (ncd2i) 0.416860 

 

Table 3: Performance comparison of FCM Algorithm and Proposed Algorithm with variation in cluster number. 

 

Sr. No. Number of cluster FCM Time Complexity Proposed FCM time 

Complexity  

1 1 6000 5800 

2 2 24000 22000 

3 3 54000 51000 

4 4 96000 94000 

: : : : 

http://www.jetir.org/
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Table 4: Performance comparison of FCM Algorithm and Proposed Algorithm with variation in number of iteration. 

 

Sr. No. Number of Iteration FCM Time Complexity Proposed FCM time 

Complexity  

1 1 6000 5000 

2 2 12000 12000 

3 3 18000 17000 

4 4 24000 22000 

: : : : 

 

Graphical representation for performance of FCM and PFCM 

 

 
 

Fig_12. Graphical comparison for number of Cluster  

http://www.jetir.org/
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Fig_13. Graphical comparison for number of Iteration  

 

 

XI. CONCLUSION 

As conclusion fuzzy c means consumes more computation time than other clustering techniques and it may be more faster by 

pre-processing  the input using K_D Tree approach where it provides more specified data in the manner that our fuzzy c means 

algorithm works more accurate and efficient. 
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